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Introduction: my Models and Methods

- Lévy innovation GARCH models (LIGM)
  - Asymmetric GARCH models with discrete-time Lévy processes;
  - Features: Dynamic volatility, Leverage effect, Non-normality;
  - Easy Estimation: Numerical MLE(jointly, separately).

- Sequential Bayesian learning approach (SBLA)
  - A simulated-based filtering technique;
  - Perfect for Dynamic State Space and latent states filtering;
  - The drift, volatility, jumps as conditional state variables;

My work

Transform the LIGM into a states space structure; construct a new dynamic discrete-time Lévy process; Estimate the parameter and states jointly by SBLA.
Introduction: Contributions and findings

- Risk neutral pricing model
  - Risk neutral valuation relationship: obtain its EMMs.
  - The distribution of neutralized Lévy innovations.
  - The conditional states (volatility) for Neutralized GARCH dynamics.

- Econometric methodology
  - Numerical maximum likelihood estimation (batch estimator).
  - Sequential Bayesian learning approach (sequentially).
  - The performance on return rates and options.

My finding

SBLA decreases 25% of the IV-RMSE on average in-sample, 20% out of sample with respect to NMLE benchmark NGARCH models.
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Benchmark model

Benchmark conditional model

\[ y_t = c_t + \varepsilon_t, \varepsilon_t = \sigma_t z_t, \quad (1) \]
\[ c_t = \mathbb{E}[y_t|\mathcal{F}_{t-1}], \quad \sigma_t^2 = \mathbb{E}[y_t^2|\mathcal{F}_{t-1}] \quad (2) \]
\[ \mathbb{E}[z_t|\mathcal{F}_{t-1}] = 0, \quad \mathbb{E}[z_t^2|\mathcal{F}_{t-1}] = 1 \quad (3) \]

where \( y_t \equiv \log(S_t/S_{t-1}) \) are log return rates, \( c_t \) the conditional expectation, \( \sigma_t^2 \) the conditional variance, \( \varepsilon_t \) innovations and \( z_t \) standard innovations. Here, \( \mathcal{F}_t \) represents the available information at time \( t \).
Conditional dynamics follow ARMA and N-GARCH

\[
\begin{align*}
  c_t &= \mathbb{E}[y_t|\mathcal{F}_{t-1}] = c + a\, y_{t-1} + b\, \varepsilon_{t-1} \quad (4) \\
  \sigma_t^2 &= \alpha_0 + \alpha_1(\varepsilon_{t-1} - \gamma\sigma_{t-1})^2 + \beta\sigma_{t-1}^2 \quad (5)
\end{align*}
\]

where \( a, b, c, \alpha_0, \alpha_1, \beta, \gamma \) are parameters. \( \gamma = 0 \) represents classical symmetric GARCH model, \( \gamma > 0 \) can express the leverage effect (negative relationship).
Conditional State variables and state space

- Conditional drift, volatility and innovations

\[ \mu_t = c^*_t + a \mu_{t-1} + b^* \varepsilon_{t-1} \]  
\[ \sigma^2_t = \alpha_0 + \alpha_1 \sigma^2_{t-1} (z_{t-1} - \gamma)^2 + \beta \sigma^2_{t-1} \]  
\[ \varepsilon_t = \sigma_t z_t, \quad z_t = \Delta X_t \sim (x; m, \delta, \nu(dx)) \]  
\[ b^* = (a + b), \quad c^*_t = c + \varphi(\sigma_t) - a \varphi(\sigma_{t-1}) \]

where \( \mu_t = \log \mathbb{E}[e^{y_t}|\mathcal{F}_{t-1}] \) is the exponential drift. \( \varphi(u) = \log \mathbb{E}[e^{uz_t}] \) expresses the MGE function. \( X_t \) is a Lévy process, \( \Delta X_t \) is its standard increment, following \( \varphi'_{\Delta X_t}(0) = 0 \) and \( \varphi''_{\Delta X_t}(0) = 1 \).
Comparing: A discrete-time dynamic Lévy process

Supposing the innovation follows

$$\varepsilon_t = \Delta L_t = x_t \Delta X_t$$  \hspace{1cm} (10)

assume its conditional states come from $$x_t \subset \{ \mu_t, \sigma_t, h_t, \ldots \}$$, and stochastic factors $$\Delta X_t \subset \{ \Delta_t, \Delta W_t, \Delta J_t, \ldots \}$$.

Its MGE of $$\Delta L_t$$ and mean-correction

$$\varphi_{\Delta L_t}(u|x_t) = \varphi_{\Delta X_t}(x_t, u)$$  \hspace{1cm} (11)

$$\log \mathbb{E}[e^{\Delta L_t}|x_t] = \varphi_{\Delta X_t}(x_t)$$  \hspace{1cm} (12)

Notice, $$x_t$$ expresses the conditional states of the Lévy process, which is determined by its former information $$\mathcal{F}_{t-1}$$, independent with $$\Delta X_t$$. 
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Dynamic state space for LIGM

- LIGM belongs to one stochastic factor state structure

\[ y_t = \mu_t - \varphi \Delta X_t(x_t) + x_t \Delta X_t \]  \hspace{1cm} (13)

\[ \mu_t = \log \mathbb{E}[e^{y_t}|\mathcal{F}_{t-1}] \]  \hspace{1cm} (14)

\[ x_t^2 = \alpha_0 + \alpha_1 x_{t-1}^2 (\Delta X_{t-1} - \gamma)^2 + \beta x_{t-1}^2 \]  \hspace{1cm} (15)

\[ z_t = \Delta X_t \sim (x; m, \delta, v(dx)) \]  \hspace{1cm} (16)

where \( x_t = \sigma_t \) expresses the conditional volatility of the return rates series, or \( x_t = h_t \) means conditional intensities for jumps, both determined by former information \( \mathcal{F}_{t-1} \).
A fully adapted dynamic state space

Multiple stochastic factors

\[ x_t = [\mu_t, \sigma_t, h_t, \ldots] \]  
\[ \Delta X_t = [\Delta_t, \Delta W_t, \Delta J_t, \ldots]^T \]  
\[ \Delta L_t = x_t \Delta X_t, \varepsilon_t = \Delta L_t \]  
\[ x_t = G(\Delta X_{t-1}, x_{t-1}, \theta_G) \]

where \( \theta_G \) is the parameters in conditional transition function. \( x_t \) describes conditional states, \( \Delta X_t \) expresses the stochastic factors separately for business time, diffusion and jumps.
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Numerical method: Quasi-MLE

- Two moments, Quasi-MLE
- Two-step estimation, Log-likelihood:

\[
llf(y_{1:T}; \Theta) = \sum_{t=1}^{T} \left\{ -\frac{(y_t - c_t)^2}{2\sigma_t^2} + \log \frac{1}{\sqrt{2\pi\sigma_t}} \right\}
\]

\[
\hat{\Theta} = \text{arg max } llf(y_{1:T}; \Theta)
\]

\[
\hat{\Theta}_z = \text{arg max } f(z_{1:T}; \Theta_z)
\]

Two-step estimation

Where \( c_t, \sigma_t \) refers to the first and second moment (conditionally), use QMLE to obtain the standard innovations and separately estimate it by FFT.
Estimation: Innovations’ density

- One-step estimation
- Conditional density of Lévy innovations (joint, and FFT)

\[
f(\varepsilon_t | \sigma_t) = \frac{1}{2\pi \sigma_t} \int_{-\infty}^{\infty} e^{-izt\sigma_t u} \phi_{\zeta_t}(\sigma_t u) d(\sigma_t u) \tag{24}\]

\[
f(\Delta L_t | x_t) = f(x_t \Delta X_t) = \frac{f(\Delta X_t)}{x_t} \tag{25}\]

\[
f(\Delta X_t) = f(z) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{-iuz} \phi_z(u) du \tag{26}\]

where \( \phi(u) \) refers to the characteristic function. \( f(\Delta L_t) \) is the joint density, \( x_t \) is just a constant value at time \( t \).
Numerical method: Joint MLE

- Log-likelihood: joint density for $\varepsilon_t$

$$lhf(y_{1:T}; \Theta) = \sum_{t=1}^{T} \{\log f(\varepsilon_t|x_t)\}$$

(27)

$$\log f(\varepsilon_t|x_t) = \log f(\frac{\varepsilon_t}{x_t}) - \log x_t$$

(28)

$$\hat{\Theta} = \arg \max \{lhf(y_{1:T}; \Theta)\}$$

(29)

One-step estimation

Where $x_t, \Delta X_t$ refers to conditional states and stochastic factor, the innovations are estimated by FFT.
A Monte Carlo method: particle filtering

- Suppose we have some prior information $F_{t-1}$
- Sampling particles $x_{t-1}^{(i)}, \Delta X_{t-1}^{(i)}$ and estimate $p(\Delta X_t^{(i)})$

$$p(y_t|y_{t-1}; \Theta) \approx \frac{1}{N} \sum_{i=1}^{N} p(y_t|x_t^{(i)}; \Theta)$$  \hspace{1cm} (30)

$$w_t^{(i)} = p(y_t|x_t^{(i)}; \Theta) = \frac{p(\Delta X_t^{(i)}; \Theta)}{x_t^{(i)}}$$  \hspace{1cm} (31)

$$llf(y_{1:T}; \Theta) \approx \sum_{t=1}^{T} \log \left\{ \frac{1}{N} \sum_{i=1}^{N} w_t^{(i)} \right\}$$  \hspace{1cm} (32)

- You can maximize the likelihood: $\hat{\Theta} = \text{arg max} \{llf(y_{1:T}; \Theta)\}$
Sequential Bayesian Learning Approach (SBLA)

- Based on Bayesian rule, the posterior density for $\Theta$

$$p(\Theta | y_{1:T}) \propto p(y_{1:T} | \Theta)p(\Theta)$$  \hspace{1cm} (33)

- Sampling $\Theta^{(m)}$, its importance weights

$$w(\Theta^{(m)}) \propto p(y_{1:T} | \Theta^{(m)})p(\Theta^{(m)})$$  \hspace{1cm} (34)

$$\tilde{w}(\Theta^{(m)}) = w(\Theta^{(m)})/\sum_{n=1}^{M} w(\Theta^{(n)})$$  \hspace{1cm} (35)

- Now, the joint distribution for $\{\Theta^{(m)}, x_t\}$

$$p(\Theta^{(m)}, x_{0:T} | y_{1:T}) = p(x_{0:T} | y_{1:T}, \Theta^{(m)}) \tilde{w}(\Theta^{(m)})$$  \hspace{1cm} (36)
The mean and covariance for parameters

\[ \hat{\Theta} = \sum_{m=1}^{M} \Theta^{(m)} \tilde{w}(\Theta^{(m)}) \]  

(37)

\[ \hat{\Sigma} = \sum_{m=1}^{M} (\Theta^{(m)} - \hat{\Theta}) \tilde{w}(\Theta^{(m)}) (\Theta^{(m)} - \hat{\Theta}) \]  

(38)

Specially, we only drive MCMC when efficient particles degenerating.

Now, parameter updated with acceptance rates

\[ \alpha(\Theta^*) = 1 \wedge \frac{p(\Theta^*) p(y_{1:T} | \Theta^*) N(\Theta; \hat{\Theta}^*, \hat{\Sigma})}{p(\Theta) p(y_{1:T} | \Theta) N(\Theta^*; \hat{\Theta}, \hat{\Sigma})} \]  

(39)
Difference, NMLE (static) and SBLA (dynamic)

- SBLA uses the prior information of the parameters $p(\Theta)$ at each $t$

  \[
p(\Theta^{(m)}) \propto p(y_{1:t}|\Theta^{(m)}) \quad (40)
  \]

  \[
p(\Theta^{(m)}, x_0:T|y_{1:T}) = p(x_0:T|y_{1:T}, \Theta^{(m)})p(\Theta^{(m)}) \quad (41)
  \]

- SBLA sequentially updates the model when new observation comes up

  \[
  w_t^{(i)} = p(y_t|x_t^{(i)}; \Theta) = \frac{p(\Delta X_t^{(i)}; \Theta)}{x_t^{(i)}} \quad (42)
  \]
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Risk neutral pricing model(1): Local EMMs

- Lévy Measure transformation

- \( Q, P \) have triplets \((m^*, \sigma^*, \nu^*)\) and \((m, \sigma, \nu)\)

\[
\sigma^* = \sigma \tag{43}
\]

\[
m^* - m = \int_{-\infty}^{\infty} x(\nu^* - \nu)(dx) + \kappa \sigma^2 \tag{44}
\]

where \( \kappa \) is constant if \( \sigma > 0 \) and zero if \( \sigma = 0 \). \( Q, P \) are equivalent. Sato (1999), Cont and Tankov (2004) and Bianchi, Rachev and Fabozzi (2012).
Risk neutral pricing model(1): GARCH dynamics

- Risk neutral GARCH Transformation

\[ y_t = r_t - \tilde{\phi}(\sigma_t) + \sigma_t \tilde{z}_t, \quad \tilde{z}_t = z_t + k_t \] \hspace{1cm} (45)

\[ k_t = \lambda_t + \frac{\tilde{\phi}(\sigma_t) - \varphi(\sigma_t)}{\sigma_t}, \quad \lambda_t = \frac{\mu_t - r_t}{\sigma_t} \] \hspace{1cm} (46)

- About std.TS: \( \tilde{\varphi}'(0) = 0, \tilde{\varphi}''(0) = 1 \)

\[ C^* = C, \quad \alpha^* = \alpha, \quad m^* + k_t = m \] \hspace{1cm} (47)

where \( \tilde{\varphi}(u) \) is the equivalent risk neutral MGE function. See Kim, Bianchi, Rachev and Fabozzi from 2008 to 2012. The volatility keeps unchanged.
Risk Neutral pricing kernel(2): RNVR

- Risk neutral valuation relationship (RNVR)
- Pricing kernel: Radon-Nikodym derivatives.

\[
\xi \Delta X_t(\theta_t)|\mathcal{F}_{t-1} = e^{-\theta_t \Delta X_t - \phi \Delta X_t(-\theta_t)}
\]

\[
E[\xi \Delta X_t(\theta_t)|\mathcal{F}_{t-1}] = 1
\]

- RNVR transformation.

\[
E^Q_t[e^{y_t}] = E[e^{y_t}|\mathcal{F}_{t-1}\xi \Delta X_t(\theta_t)] = e^{r_t}
\]

\[
\log E^Q_t[e^{u \Delta X_t}] = \log E[e^{u \Delta X_t} \cdot \xi \Delta X_t(\theta_t)]
\]

where \(\theta_t\) is the EMMs coefficient acting as the wedge between two measures of interest.
Risk Neutral EMMs under RNVR

- RNVR MGE function.

\[
\varphi_{\Delta X_t}^Q(u) = \varphi_{\Delta X_t}(u - \theta_t) - \varphi_{\Delta X_t}(-\theta_t)
\]  

(52)

- Constrained condition for EMMs coefficients.

\[
\varphi_{\Delta X_t}(x_t) + \varphi_{\Delta X_t}(-\theta_t) - \varphi_{\Delta X_t}(x_t - \theta_t) = \lambda_t x_t
\]  

(53)

- Moments of RNVR EMMs.

\[
\varphi_{\Delta X_t}^{Q_t}(0) = \varphi_{\Delta X_t}^{(n)}(-\theta_t)
\]  

(54)
RNVR EMMs distribution

- Use Taylor expansion to analyze its distribution.
- With $\theta_t > 0$ and left-skewness.

$$
\varphi_{\Delta X_t}(-\theta_t) < \varphi_{\Delta X_t}(0) = 0 \quad (55)
$$

$$
\varphi_{\Delta X_t}''(-\theta_t) > \varphi_{\Delta X_t}''(0) = 1 \quad (56)
$$

$$
\varphi_{\Delta X_t}^{(3)}(-\theta_t) < \varphi_{\Delta X_t}^{(3)}(0) < 0 \quad (57)
$$

$$
\varphi_{\Delta X_t}^{(4)}(-\theta_t) > \varphi_{\Delta X_t}^{(4)}(0) > 0 \quad (58)
$$

Non-Gaussian Framework

RNVR EMM presents more non-normality.
RNVR GARCH dynamics

- Standardize the RNVR stochastic factor.
\[
\Delta X_t^* = \frac{\Delta X_t - \varphi'_\Delta X_t(-\theta_t)}{\sqrt{\varphi''_{\Delta X_t}(-\theta_t)}}
\]  (59)

- RN GARCH transformation.
\[
x_t^* = \sqrt{\varphi''_{\Delta X_t}(-\theta_t)} \cdot G(\Delta X_{t-1}, \frac{x_{t-1}^*}{\sqrt{\varphi''_{\Delta X_t}(-\theta_{t-1})}})
\]  (60)
Standardize the RNVR stochastic factor.

\[ h_t^* = \alpha_0^* + \alpha_1^* h_{t-1}^* (z_{t-1}^* - \gamma^*)^2 + \beta^* h_{t-1}^* \quad (61) \]

Parameter transformation.

\[ \alpha_0^* = \varphi''(-\theta_t)\alpha_0, \alpha_1^* = \alpha_1 \varphi''(-\theta_t) \quad (62) \]

\[ \gamma^* = \frac{\gamma - \varphi'(-\theta_t)}{\sqrt{\varphi''(-\theta_t)}}, \beta^* = \beta \quad (63) \]
### Transformation for Lévy process

#### Table: Relationship

<table>
<thead>
<tr>
<th>ModEMMs</th>
<th>Neutralized Moments</th>
</tr>
</thead>
<tbody>
<tr>
<td>BS</td>
<td>$\mu^* = \mu - \theta \sigma^2$, $\sigma^* = \sigma$</td>
</tr>
<tr>
<td>MJ</td>
<td>$\lambda^* = \lambda e^{-\mu^<em>_j \theta + \frac{\sigma^2 \theta^2}{2}}$, $\mu^</em>_j = \mu_j - \theta \sigma^2_j$, $\sigma^*_j = \sigma_j$</td>
</tr>
<tr>
<td>VG</td>
<td>$M^* = M + \theta$; $G^* = G - \theta$;</td>
</tr>
<tr>
<td>CTS</td>
<td>$\lambda^<em><em>+ = \lambda</em>+ + \theta_t$, $\lambda^</em><em>- = \lambda</em>- - \theta_t$, $\alpha^* = \alpha$</td>
</tr>
</tbody>
</table>
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Model, method and data selection

- **Model**: Four kinds of Lévy process (BS, MJ, VG, and CTS). ARMA effect and N-GARCH dynamics for drift and volatility. One stochastic factor for fair comparison to the benchmark model.

- **Data**: S&P 500 return rates and options (implied volatility). Daily closed prices from Jan 1995 to Nov 2012, a total number of 4654. We use 9 moneyness options with 1 month maturity because of active trading, that's 17757 options, covering from Jan 3, 2005 to Oct 31, 2012.

- **Method**: RNVR, NMLE and SBLA. The standard innovations play a role of observation noise, so we fix the Lévy measures in the whole sample space and just learning the 5 parameters in N-GARCH dynamics in order to estimate these time changed state variables more efficiently and fairly. Under this treatment, each model has the same number of learning parameters equally.
# Time Series Analysis (QMLE)

**Table:** The Descriptive Statistics of SP500 return rates

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>St.Dev</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_t$</td>
<td>2.43E-4</td>
<td>0.0124</td>
<td>-0.2326</td>
<td>11.0217</td>
<td>-0.0947</td>
<td>0.1096</td>
</tr>
<tr>
<td>$z_t$</td>
<td>-0.0067</td>
<td>1.0116</td>
<td>-0.4279</td>
<td>4.3672</td>
<td>-6.1581</td>
<td>3.4168</td>
</tr>
<tr>
<td>$\sigma_t$</td>
<td>0.0108</td>
<td>0.0059</td>
<td>2.9618</td>
<td>16.5138</td>
<td>0.0043</td>
<td>0.0564</td>
</tr>
<tr>
<td>$a$</td>
<td>0.0055</td>
<td>0.0095</td>
<td>0.7590</td>
<td>5.3090</td>
<td>-0.0294</td>
<td>0.0421</td>
</tr>
<tr>
<td>$b$</td>
<td>-0.0195</td>
<td>0.0098</td>
<td>-0.9843</td>
<td>6.0627</td>
<td>-0.0659</td>
<td>0.0103</td>
</tr>
<tr>
<td>$c$</td>
<td>0.0003</td>
<td>0.0000</td>
<td>0.4300</td>
<td>1.6740</td>
<td>0.0002</td>
<td>0.0003</td>
</tr>
<tr>
<td>$\alpha_0$</td>
<td>1.88E-6</td>
<td>0.0000</td>
<td>0.1800</td>
<td>2.2105</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.0613</td>
<td>0.0005</td>
<td>0.1423</td>
<td>1.9828</td>
<td>0.0621</td>
<td>0.0642</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.8364</td>
<td>0.0029</td>
<td>-0.6900</td>
<td>2.5071</td>
<td>0.8284</td>
<td>0.8400</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.2058</td>
<td>0.0185</td>
<td>0.6194</td>
<td>2.4582</td>
<td>1.1576</td>
<td>1.2284</td>
</tr>
</tbody>
</table>
NMLE estimation:

Table: NMLE estimation for SP500 return rates

<table>
<thead>
<tr>
<th>Model</th>
<th>BS-</th>
<th>I-CTS</th>
<th>MJ-</th>
<th>VG-</th>
<th>CTS-</th>
</tr>
</thead>
<tbody>
<tr>
<td>β</td>
<td>0.8502</td>
<td>0.8502</td>
<td>0.8291</td>
<td>0.8275</td>
<td>0.8284</td>
</tr>
<tr>
<td>α₁</td>
<td>0.0589</td>
<td>0.0589</td>
<td>0.0680</td>
<td>0.0649</td>
<td>0.0623</td>
</tr>
<tr>
<td>α₀</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>λ</td>
<td>0.0307</td>
<td>0.0307</td>
<td>0.0308</td>
<td>0.0291</td>
<td>0.0301</td>
</tr>
<tr>
<td>γ</td>
<td>1.1740</td>
<td>1.1740</td>
<td>1.2236</td>
<td>1.2578</td>
<td>1.2820</td>
</tr>
<tr>
<td>μₜ</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.0003</td>
<td>0.0003</td>
</tr>
<tr>
<td>σₜ</td>
<td>0.0109</td>
<td>0.0109</td>
<td>0.0116</td>
<td>0.0112</td>
<td>0.0110</td>
</tr>
<tr>
<td>zₜ</td>
<td>-0.0015</td>
<td>-0.0015</td>
<td>-0.0037</td>
<td>-0.0007</td>
<td>-0.0013</td>
</tr>
<tr>
<td>Persistence</td>
<td>0.9903</td>
<td>0.9903</td>
<td>0.9990</td>
<td>0.9950</td>
<td>0.9931</td>
</tr>
</tbody>
</table>
### NMLE estimation:

<table>
<thead>
<tr>
<th>Model</th>
<th>BS-</th>
<th>I-CTS</th>
<th>MJ-</th>
<th>VG-</th>
<th>CTS-</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ</td>
<td>0</td>
<td>0.2356</td>
<td>0.1511</td>
<td>0.2028</td>
<td>0.2185</td>
</tr>
<tr>
<td>σ</td>
<td>1.0000</td>
<td>-</td>
<td>0.7890</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>λ_J</td>
<td>-</td>
<td>-</td>
<td>0.4826</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>μ_J</td>
<td>-</td>
<td>-</td>
<td>-0.3132</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>σ_J</td>
<td>-</td>
<td>-</td>
<td>0.8271</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C</td>
<td>-</td>
<td>0.6324</td>
<td>-</td>
<td>2.3075</td>
<td>1.7999</td>
</tr>
<tr>
<td>G</td>
<td>-</td>
<td>1.0157</td>
<td>0</td>
<td>1.9996</td>
<td>1.7700</td>
</tr>
<tr>
<td>M</td>
<td>-</td>
<td>1.5000</td>
<td>-</td>
<td>2.4260</td>
<td>2.2163</td>
</tr>
<tr>
<td>Y</td>
<td>-</td>
<td>0.9381</td>
<td>0</td>
<td>0</td>
<td>0.2000</td>
</tr>
<tr>
<td>KS</td>
<td>0.0489</td>
<td>0.0223</td>
<td>0.0223</td>
<td>0.0203</td>
<td>0.0201</td>
</tr>
<tr>
<td>P value</td>
<td>0.0000</td>
<td>0.0196</td>
<td>0.0191</td>
<td>0.0432</td>
<td>0.0463</td>
</tr>
<tr>
<td>LLF</td>
<td>14906</td>
<td>14997</td>
<td>14994</td>
<td>15003</td>
<td>15003</td>
</tr>
<tr>
<td>TIME(sec)</td>
<td>0.60</td>
<td>65.50</td>
<td>220.15</td>
<td>180.49</td>
<td>105.02</td>
</tr>
</tbody>
</table>
## RNVR under NMLE

**Table: Risk neutral model under NMLE**

<table>
<thead>
<tr>
<th>Model</th>
<th>BS-</th>
<th>I-CTS</th>
<th>MJ-</th>
<th>VG-</th>
<th>CTS-</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\beta^*$</td>
<td>0.8502</td>
<td>0.8502</td>
<td>0.8291</td>
<td>0.8275</td>
<td>0.8284</td>
</tr>
<tr>
<td>$\alpha^*_1$</td>
<td>0.0589</td>
<td>0.0596</td>
<td>0.0688</td>
<td>0.0654</td>
<td>0.0629</td>
</tr>
<tr>
<td>$\alpha^*_0$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>$\vartheta^*$</td>
<td>0.0307</td>
<td>0.0307</td>
<td>0.0308</td>
<td>0.0291</td>
<td>0.0301</td>
</tr>
<tr>
<td>$\gamma^*$</td>
<td>1.2047</td>
<td>1.1981</td>
<td>1.2481</td>
<td>1.2809</td>
<td>1.3063</td>
</tr>
<tr>
<td>$\mu^*_t$</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>$\sigma^*_t$</td>
<td>0.0109</td>
<td>0.0110</td>
<td>0.0117</td>
<td>0.0112</td>
<td>0.0111</td>
</tr>
<tr>
<td>$\varphi^*_t$</td>
<td>0.0292</td>
<td>0.0292</td>
<td>0.0272</td>
<td>0.0275</td>
<td>0.0289</td>
</tr>
<tr>
<td>Persistence</td>
<td>0.9946</td>
<td>0.9953</td>
<td>1.0049</td>
<td>1.0002</td>
<td>0.9985</td>
</tr>
</tbody>
</table>
## RNVR under NMLE:-cont’d

<table>
<thead>
<tr>
<th>Model</th>
<th>BS-</th>
<th>I-CTS</th>
<th>MJ-</th>
<th>VG-</th>
<th>CTS-</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ*</td>
<td>-</td>
<td>0.2634</td>
<td>0.1629</td>
<td>0.2365</td>
<td>0.2465</td>
</tr>
<tr>
<td>σ*</td>
<td>1.0000</td>
<td>-</td>
<td>0.7824</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>λ_j</td>
<td>-</td>
<td>-</td>
<td>0.4874</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>μ_j</td>
<td>-</td>
<td>-</td>
<td>-0.3343</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>σ_j</td>
<td>-</td>
<td>-</td>
<td>0.8271</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>C*</td>
<td>-</td>
<td>0.6253</td>
<td>-</td>
<td>2.3616</td>
<td>1.7834</td>
</tr>
<tr>
<td>G*</td>
<td>-</td>
<td>0.9850</td>
<td>-</td>
<td>1.9705</td>
<td>1.7398</td>
</tr>
<tr>
<td>M*</td>
<td>-</td>
<td>1.5307</td>
<td>-</td>
<td>2.4551</td>
<td>2.2464</td>
</tr>
<tr>
<td>Y*</td>
<td>-</td>
<td>0.9381</td>
<td>0</td>
<td>0</td>
<td>0.2000</td>
</tr>
<tr>
<td>φ'(-θ_t)</td>
<td>-0.0307</td>
<td>-0.0309</td>
<td>-0.0310</td>
<td>-0.0283</td>
<td>-0.0303</td>
</tr>
<tr>
<td>φ''(-θ_t)</td>
<td>1.0000</td>
<td>1.0115</td>
<td>1.0104</td>
<td>1.0082</td>
<td>1.0092</td>
</tr>
<tr>
<td>TIME(sec)</td>
<td>524</td>
<td>1251</td>
<td>666</td>
<td>573</td>
<td>1207</td>
</tr>
</tbody>
</table>
**Sequential Bayesian learning approach**

**Table: Estimation with SBLA (confidence interval)**

<table>
<thead>
<tr>
<th></th>
<th>µ</th>
<th>α₀(1e-5)</th>
<th>α₁</th>
<th>β</th>
<th>γ</th>
<th>Persist</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.0005</td>
<td>0.2907</td>
<td>0.0799</td>
<td>0.7832</td>
<td>1.2684</td>
<td>0.9917</td>
</tr>
<tr>
<td>5%</td>
<td>0.0003</td>
<td>0.2208</td>
<td>0.0673</td>
<td>0.7560</td>
<td>1.0133</td>
<td>0.8924</td>
</tr>
<tr>
<td>95%</td>
<td>0.0007</td>
<td>0.3955</td>
<td>0.1111</td>
<td>0.8229</td>
<td>1.4698</td>
<td>1.1740</td>
</tr>
<tr>
<td><strong>CTS-I</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.0005</td>
<td>0.2301</td>
<td>0.0816</td>
<td>0.7924</td>
<td>1.2113</td>
<td>0.9938</td>
</tr>
<tr>
<td>5%</td>
<td>0.0003</td>
<td>0.1428</td>
<td>0.0664</td>
<td>0.7572</td>
<td>1.0758</td>
<td>0.9004</td>
</tr>
<tr>
<td>95%</td>
<td>0.0008</td>
<td>0.3294</td>
<td>0.0982</td>
<td>0.8285</td>
<td>1.3319</td>
<td>1.1008</td>
</tr>
</tbody>
</table>
Sequential Bayesian learning approach

<table>
<thead>
<tr>
<th>params</th>
<th>µ</th>
<th>α₀(1e-5)</th>
<th>α₁</th>
<th>β</th>
<th>γ</th>
<th>Persist</th>
</tr>
</thead>
<tbody>
<tr>
<td>MJ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.0005</td>
<td>0.2397</td>
<td>0.0719</td>
<td>0.7840</td>
<td>1.3707</td>
<td>0.9912</td>
</tr>
<tr>
<td>5%</td>
<td>0.0001</td>
<td>0.1469</td>
<td>0.0612</td>
<td>0.7412</td>
<td>1.0459</td>
<td>0.8694</td>
</tr>
<tr>
<td>95%</td>
<td>0.0008</td>
<td>0.3278</td>
<td>0.0865</td>
<td>0.8305</td>
<td>1.6656</td>
<td>1.1568</td>
</tr>
<tr>
<td>VG</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.0007</td>
<td>0.2475</td>
<td>0.0808</td>
<td>0.8066</td>
<td>1.1304</td>
<td>0.9906</td>
</tr>
<tr>
<td>5%</td>
<td>0.0005</td>
<td>0.1438</td>
<td>0.0655</td>
<td>0.7727</td>
<td>0.9561</td>
<td>0.8981</td>
</tr>
<tr>
<td>95%</td>
<td>0.0009</td>
<td>0.3964</td>
<td>0.0978</td>
<td>0.8365</td>
<td>1.3071</td>
<td>1.1015</td>
</tr>
<tr>
<td>CTS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>0.0006</td>
<td>0.2373</td>
<td>0.0834</td>
<td>0.8227</td>
<td>1.0078</td>
<td>0.9908</td>
</tr>
<tr>
<td>5%</td>
<td>0.0004</td>
<td>0.1735</td>
<td>0.0691</td>
<td>0.7958</td>
<td>0.7451</td>
<td>0.9034</td>
</tr>
<tr>
<td>95%</td>
<td>0.0008</td>
<td>0.3825</td>
<td>0.1044</td>
<td>0.8467</td>
<td>1.1711</td>
<td>1.0944</td>
</tr>
</tbody>
</table>
Table: SBLA estimation for SP500 return rates

<table>
<thead>
<tr>
<th>Model</th>
<th>BS-</th>
<th>I-CTS</th>
<th>MJ-</th>
<th>VG-</th>
<th>CTS-</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0007</td>
<td>0.0006</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.7832</td>
<td>0.7924</td>
<td>0.7840</td>
<td>0.8066</td>
<td>0.8227</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.0799</td>
<td>0.0816</td>
<td>0.0719</td>
<td>0.0808</td>
<td>0.0834</td>
</tr>
<tr>
<td>$\alpha_0(1e-5)$</td>
<td>0.2907</td>
<td>0.2301</td>
<td>0.2397</td>
<td>0.2475</td>
<td>0.2373</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.2684</td>
<td>1.2113</td>
<td>1.3707</td>
<td>1.1304</td>
<td>1.0078</td>
</tr>
<tr>
<td>$\mu_t$</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0007</td>
<td>0.0006</td>
</tr>
<tr>
<td>$\sigma_t$</td>
<td>0.0133</td>
<td>0.0133</td>
<td>0.0131</td>
<td>0.0134</td>
<td>0.0134</td>
</tr>
<tr>
<td>$z_t$</td>
<td>-0.0157</td>
<td>-0.0226</td>
<td>-0.0269</td>
<td>-0.0318</td>
<td>-0.0253</td>
</tr>
<tr>
<td>Persistence</td>
<td>0.9917</td>
<td>0.9938</td>
<td>0.9912</td>
<td>0.9906</td>
<td>0.9908</td>
</tr>
<tr>
<td>LLF</td>
<td>3093.0</td>
<td>3119.4</td>
<td>3114.1</td>
<td>3118.9</td>
<td>3115.0</td>
</tr>
<tr>
<td>TIME(Sec.)</td>
<td>219.2</td>
<td>1582.8</td>
<td>614.9</td>
<td>749.0</td>
<td>1505.4</td>
</tr>
</tbody>
</table>
Some figures on Bayesian learning
Some figures on Bayesian learning

### β

- Year: 2009 to 2013
- Values range from 0.7 to 0.9

### γ

- Year: 2009 to 2013
- Values range from 0 to 2

### Persistence

- Year: 2009 to 2013
- Values range from 0.8 to 1.0
Some figures on Bayesian learning
Some figures on Bayesian learning
<table>
<thead>
<tr>
<th>K/S</th>
<th>1.20</th>
<th>1.10</th>
<th>1.05</th>
<th>1.025</th>
<th>1.00</th>
<th>0.975</th>
<th>0.95</th>
<th>0.9</th>
<th>0.8</th>
<th>All</th>
</tr>
</thead>
</table>

Panel A. RMSE Ratio of NMLE method in 2009-2012

<table>
<thead>
<tr>
<th>Method</th>
<th>BS</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
</tr>
</thead>
<tbody>
<tr>
<td>MJ</td>
<td>0.9944</td>
<td>1.0937</td>
<td>1.0178</td>
<td>1.0129</td>
<td>1.0034</td>
<td>0.9717</td>
<td>0.9426</td>
<td>0.8878</td>
<td>0.6853</td>
<td>0.9432</td>
</tr>
<tr>
<td>VG</td>
<td>0.9504</td>
<td>0.9248</td>
<td>0.9986</td>
<td>1.0078</td>
<td>1.0070</td>
<td>0.9896</td>
<td>0.9614</td>
<td>0.9043</td>
<td>0.7161</td>
<td>0.9222</td>
</tr>
<tr>
<td>I_CTS</td>
<td>0.9468</td>
<td>0.9355</td>
<td>1.0111</td>
<td>1.0194</td>
<td>1.0156</td>
<td>0.9797</td>
<td>0.9449</td>
<td>0.8756</td>
<td>0.6182</td>
<td>0.9044</td>
</tr>
<tr>
<td>CTS</td>
<td>0.9471</td>
<td>0.9099</td>
<td>1.0012</td>
<td>1.0104</td>
<td>1.0093</td>
<td>0.9799</td>
<td>0.9517</td>
<td>0.8941</td>
<td>0.7396</td>
<td>0.9213</td>
</tr>
</tbody>
</table>

Panel B. RMSE Ratio of SBLA method in 2009-2012

<table>
<thead>
<tr>
<th>Method</th>
<th>BS</th>
<th>0.9178</th>
<th>0.6909</th>
<th>0.8149</th>
<th>0.8283</th>
<th>0.8085</th>
<th>0.7557</th>
<th>0.6923</th>
<th>0.6101</th>
<th>0.6000</th>
<th>0.7578</th>
</tr>
</thead>
<tbody>
<tr>
<td>MJ</td>
<td>0.9002</td>
<td>0.7516</td>
<td>0.7903</td>
<td>0.7870</td>
<td>0.7700</td>
<td>0.7316</td>
<td>0.6773</td>
<td>0.5865</td>
<td>0.6794</td>
<td>0.7588</td>
<td></td>
</tr>
<tr>
<td>VG</td>
<td>0.8622</td>
<td>0.6529</td>
<td>0.7623</td>
<td>0.7711</td>
<td>0.7600</td>
<td>0.7243</td>
<td>0.6736</td>
<td>0.5914</td>
<td>0.6422</td>
<td>0.7288</td>
<td></td>
</tr>
<tr>
<td>I_CTS</td>
<td>0.8125</td>
<td>0.6340</td>
<td>0.7879</td>
<td>0.7915</td>
<td>0.7725</td>
<td>0.7415</td>
<td>0.6853</td>
<td>0.5942</td>
<td>0.6463</td>
<td>0.7218</td>
<td></td>
</tr>
<tr>
<td>CTS</td>
<td>0.7869</td>
<td>0.5979</td>
<td>0.7453</td>
<td>0.7560</td>
<td>0.7444</td>
<td>0.7038</td>
<td>0.6533</td>
<td>0.5736</td>
<td>0.6185</td>
<td>0.6916</td>
<td></td>
</tr>
</tbody>
</table>
Evidence from options: Table IV-RMSE and ratio

<table>
<thead>
<tr>
<th>$K/S$</th>
<th>1.20</th>
<th>1.10</th>
<th>1.05</th>
<th>1.025</th>
<th>1.00</th>
<th>0.975</th>
<th>0.95</th>
<th>0.9</th>
<th>0.8</th>
<th>All</th>
</tr>
</thead>
</table>

*Panel C. Ratio of NMLE method to Benchmark RMSE in 2005-2012.*

<table>
<thead>
<tr>
<th>BS</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
<th>1.0000</th>
</tr>
</thead>
<tbody>
<tr>
<td>MJ</td>
<td>1.0101</td>
<td>1.0188</td>
<td>0.9766</td>
<td>0.9783</td>
<td>0.9815</td>
<td>0.9731</td>
<td>0.9548</td>
<td>0.9105</td>
<td>0.7135</td>
<td>0.9281</td>
</tr>
<tr>
<td>VG</td>
<td>0.9509</td>
<td>0.8766</td>
<td>0.9555</td>
<td>0.9618</td>
<td>0.9671</td>
<td>0.9782</td>
<td>0.9613</td>
<td>0.9176</td>
<td>0.6967</td>
<td>0.8939</td>
</tr>
<tr>
<td>I_CTS</td>
<td>0.9562</td>
<td>0.8717</td>
<td>0.9619</td>
<td>0.9678</td>
<td>0.9727</td>
<td>0.9751</td>
<td>0.9559</td>
<td>0.9051</td>
<td>0.6769</td>
<td>0.8900</td>
</tr>
<tr>
<td>CTS</td>
<td>0.9469</td>
<td>0.8602</td>
<td>0.9454</td>
<td>0.9524</td>
<td>0.9613</td>
<td>0.9700</td>
<td>0.9571</td>
<td>0.9226</td>
<td>0.7397</td>
<td>0.8976</td>
</tr>
</tbody>
</table>

*Panel D. Ratio of SBLA method to Benchmark RMSE in 2005-2012.*

<table>
<thead>
<tr>
<th>BS</th>
<th>0.9480</th>
<th>0.7366</th>
<th>0.9046</th>
<th>0.9427</th>
<th>0.9510</th>
<th>0.9162</th>
<th>0.8635</th>
<th>0.7758</th>
<th>0.6244</th>
<th>0.8319</th>
</tr>
</thead>
<tbody>
<tr>
<td>MJ</td>
<td>0.9354</td>
<td>0.8075</td>
<td>0.8444</td>
<td>0.8667</td>
<td>0.8831</td>
<td>0.8935</td>
<td>0.8600</td>
<td>0.7858</td>
<td>0.6655</td>
<td>0.8291</td>
</tr>
<tr>
<td>VG</td>
<td>0.8926</td>
<td>0.7071</td>
<td>0.8188</td>
<td>0.8454</td>
<td>0.8609</td>
<td>0.8651</td>
<td>0.8316</td>
<td>0.7630</td>
<td>0.6376</td>
<td>0.7916</td>
</tr>
<tr>
<td>I_CTS</td>
<td>0.8446</td>
<td>0.6662</td>
<td>0.8406</td>
<td>0.8611</td>
<td>0.8692</td>
<td>0.8636</td>
<td>0.8284</td>
<td>0.7587</td>
<td>0.6314</td>
<td>0.7775</td>
</tr>
<tr>
<td>CTS</td>
<td>0.8337</td>
<td>0.6384</td>
<td>0.8097</td>
<td>0.8326</td>
<td>0.8461</td>
<td>0.8667</td>
<td>0.8386</td>
<td>0.7861</td>
<td>0.6678</td>
<td>0.7771</td>
</tr>
</tbody>
</table>
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6 Conclusion and Summary
Summary: Dynamic Model

- This paper describes a new dynamic discrete-time Lévy process for option valuation, in which the latent state variables are modeled by GARCH dynamics and Lévy processes. This model can jointly capture the important stylized facts observed on assets, including time-changed volatility, stochastic jump behavior and leverage effect, which are well-documented in most financial literature.

- LIGM can be estimated by NMLE under time series framework (through fast Fourier transformation), or sequentially updated with SBLA through Monte Carlo simulation under a dynamic state space model.
Summary: Option Valuation

- We obtain an equivalent risk-neutralized pricing model based on local RNVR (with the moment generating function of Lévy innovations), and we explicitly show the transformation of all parameters and state variables under two EMMs for our dynamic models.

- Our theoretical study shows that the risk neutral parameters and states in jump models have changed a bit different from Gaussian situation. We find that, the equivalent risk neutral pricing model of non-Gaussian GARCH dynamics shows more non-normality, bigger leverage effect, higher volatility, longer persistence and stronger jump intensity.
Summary: Empirical Research

We first estimate our non Gaussian models by NMLE, in which the density of Lévy innovation is computed by FFT through their characteristic function (separately and jointly). We also develop an equivalent three-dimension state space and apply SBLA to calibrate the model, which acts as a new discrete-time dynamic Lévy process.

Based on the empirical research, we find, SBLA improves the option valuation ability of our dynamic model significantly. It also shows that, the infinite jump activity models (VG and CTS) outperform other two models (BS and MJ) in most of options. Furthermore, CTS model which describes a kind of infinite pure jump activity has the best performance totally both on NMLE and SBLA.
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